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ABSTRACT

The secant method as proposed by P. Wolfe (Ref. 1)
1s explained in such a manner as to make it intelligible for
those users of the method not having a too profound mathematical
background. The method 1s avallable in the Bellcomm computer
library as Subroutihe Wolfe and 1is presently used in the tra-

Jectory program described in Reference 2.

The method 1s explained first for one then for two
dimenslons and the relationshlps are finally extended to n
dimensions. It 1s hoped that by understanding how the method

works the reader may make a more intelligent use of 1t.
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MEMORANDUM FOR FILE

Introduction

The secant method for solution of simultaneous non-
linear equations 1is explalned very briefly in Reference 1.
Unfortunately, this reference does not, in its scant 1-1/2 page
article, show the geometric significance of the method, nor
does 1t, in its very succinct treatment of the subject, give
many explanations. The reader with limited mathematical back-
ground will therefore not get too much out of 1it.

This memorandum was written for the unique purpose
of more fully explaining the method. It does not propose any
improvements.

Purpose and Use of the Secant Method
The secant method 1s useful whenever it 1s desired

to compute some quantities by trial and error. Typically, it
may be desired to determine by trial and error some input
parameters to a function in such a manner that certain output
parameters reach a desired value.

Schematically, this may be represented as shown below:

———>! Set of Equations E———>| pirrerence Between

Approximation Actual and Desired
of Input ' Value of Output

Parameter P Parameter
| Secant Method }<¢"“—"-
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The block representing the "Set of Equations" may be
thought of as a device which, for a given approximation of the
input parameters, computes the difference between the actual and
desired value of the output parameters. The block representing
the "Secant Method", on the other hand, represents a device
which, for a given set of errors of output parameters, provides
a better approximation of the input parameters. It has to be
assumed, of course, that the equations cannot be solved in re-
verse, l.e., the input parameters cannot be derived directly by
entering the desired output parameters in the equations because
in this case there would not be a purpose in using the method.
The method will be explained by using two examples. The first
example applies the method to a one-dimensional problem, the
second to a problem in two dimensions. The examples selected
are trivial. Thelr sole purpose is to explain the method.

One-Dimensional Example

Find the number, x, whose square is 30. (It has been
assumed that the problem may not be solved by determining the
square root of 30.)

Let the first approxlmatlion of the number whose square
is 30 be 4. Refer now to Figure 1 on which the difference between
the actual and desired value, i1.e., the error Eo = x2 - 30 1is
plotted versus x. It will now be shown how, by using the secant
method, a better guess for x may be determined.

The first guess, x = 4, is represented by point Pl'

It provides x2 = 16 and the error EOl represented by the segment
PlAl is EOl = 16-30 = -14. An additional point in the neighbor-
hood of the first one is selected. Let this be point P2 having
x = 2, Its error, E02, represented by the segment P2A2, is

Eo2 = J4~.30 = -26. The straight line through points Al and A2 is
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the secant to the parabola y = x2. It intersects the EO =0

line at a point P3 corresponding to an x = 6.3333. This new
value 1s a little closer than the original guess, point Pl'
It is used as the second approximation. Corresponding error,
= 40.11- = .11,
3A3, is E03 0.11-30 10.11

One of the two o0ld poilnts P1 and P2 having the largest error

Eo3’ represented by segment P

1s now discarded and a new secant drawn connecting the remain-
ing one, Al’ with the new approximation A3.' This new secant
intersects the EO = 0 line at point PM having an x value of
5.35. This point PM is the third approximation. The procedure
could be continued by discarding each time the one of the two
0ld points having the largest error and drawing the new secant
by connecting the remaining one with the latest approximation
until the desired accuracy is obtained.

Note that the first time that the secant method is
used 1t 1s necessary to pick a second point. For all other
iterations, the polnt representing the last guess 1s connected
to the best of the previous ones.

For this one-dimensional case the procedure is simple
and stralghtforward. In the next subsections, it will be shown
how the same principle 1is applicable to two or more dimensions.

Two-Dimensional Example

It is desired to find a point B of given Cartesilan
coordinates (4,3) by defining the radius R and the anomaly a.
Given R and o the Carteslan coordinates are provided by

R cos a

X

y
or the errors E, and E, between 3 B(4,3)

R sin o

actual and desired value of x
and y by:

(R cos a) - 4 x L4
(R sin a) - 3

El = x - 4

E2 =y - 3 (1)
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The problem consists in making El and E2 the errors in the
X and y direction as small as possible. _

It will, of course, be assumed that 1t is not possible
to explicitly solve the Equations (1) above for R and a.

Given an initial approximation for R and a« it will be
shown how the secant method determines a better one. The method
is essentlially the same as before except that due to the added
dimension secant planes will have to be drawn instead of secant
lines.

Let the first guess be:

R = 10
o = 30° (2)
The value of x obtained from the first equation of (1) by sub-

11 = 4.,66.
Reference is now made to Figure 2. It is an isometric

stituting the values given in (2) is 8.66 and the error E

sketch showing El’ the error in x, as a function of the input
parameters R and o. For the given initial guess represented by
the point Q1 (R = 10, a = 30) the error in x Ell is given by the
vertical distance Ql Pl' A second point Q2 will be selected in
the R, o plane which has a slightly different R, say R = 10.625,
but the same o. Let Q2 be that point. The error in x, which
may be called E12’
the vertical distance P2 Q2. Due to the added dimension, a third
point Q3 is now selected which has the same R value as Q2 but a

slightly different value of a, say 31.9. This point Q3 provides

is in this case 5.201 and is represented by

an error E of 5.022 represented by the segment Q3 P3. The

13

12 P2, and P3 are three polints of the surface represent-

points P

ing El’ the error in x. The plane through the points Pl’ P2,
and P3 is a secant plane to the El surface. By extending the
P1P2 line in the o = 30° plane (parallel to the El’ R axes), one

obtains point C, as an intersection of that line with the R,a

1
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plane. Similarly, point D1 1s obtained by extending the P2P
line in the R = 10.625 plane (parallel to the Eis @ axes)
to intersect R,a plane. A line aq connecting points C1 and Dl

3

is the intersection between the secant plane to the surface El
and the R,a plane. Any point of line a, would be expected to
give a smaller error for E1 than any of the initially selected
points Ql’ Q2, and Q3. As will be explained later, this 1s not
always necessarily so.

The surface El represents the error in x. Refer now
to Figure 3. If the surface E2 represents the error y, then for
the same points Ql’ Q2, and Q3 errors E21, E22, and E23 are

represented by the segments lel’ Q2S2, Q3S3 in an R,a,E2 space.

As in the R, a,El space a secant plane to the E2
surface may be laid through the poilints Sl’ S5 and S3. This
plane is found to intersect the R,a plane a;ong a line a5 goling
through points C2 and D2. Any polnt along line a, used for com-
puting Equations (1) should give a smaller error in E, than the
ones obtained using points Ql’ Q2, Q3.

On Figure 2 line a, from Figure 3 has been drawn.

Since any point on line aqy indicates a better polint for surface
El and any point on a, a better point for surface E2, then the
intersection of the two lines, point Qu, should provide smaller
errors for both El and E2. Point QM is taken as the new approxi-
mation. In the present calculation, point Qu has the coordinates
R = 4,974; o = 32.3°. For these values, Equations (1) provide

an x and y value from which E;) = x - h = ,1607 and E,y =y -3+
- .2746., These errors are indeed considerably smaller than any

of those obtained using points Ql’ Q2, Q3.

At this point in the calculation a decision has to be
taken as to which of the o0ld points should be eliminated. 1In
the one-~dimensional case it 1is simple to designate the poorest
estimate. In the case of two or more dimensions 1t 1is a little
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more complicated. 1In Reference 1 the point having the largest
sum of the squares of the errors 1ls eliminated. In the Bellcomm
version of this subroutine (Reference 3) a more compléx criterion
1s used. With the nomenclature used above where the errors in

X are designated Eli and the ones 1n y designated E21 (with 1
designating the point) the quantities

2 2
. Ena . En
1 5 5 3 5 P p
Ejp ¥ Epp * Egg Eoy  + Eppm + Epg
2 2
_ B2 Eoo
2 = £ 2+5 . 2+8 .2 E..° +E..° +E.° (3)
11 12 13 21 22 23
2 2
Ky = 13 >~ 5 E232 5
3 2 2
E1n ¥ Epp * Epg Esp  * Epp * Epg

are computed and the point having the largest K eliminated.
This method adds for each point Ql, Q2, and Q3 the relative
errors in the two spaces and compares their sums.

Figure 4 shows the relative position of the points
Q; 1in the R,a plane. The three initial points Q> Q,, and Q3
- Wwere used to provide a new approximation: point QM’ Then,
through the use of Equation 3 point Q3 1s eliminated and the
calculation is repeated using points Ql’ Q2, and Qu. A secant

plane may be lald through points Pl, P2, and Pq in the R,a,El

space and another through points Sl’ S2, and Su in the R,a,E2

space. The intersection of these two secant planes with the
R,a plane provides point Q5. Through the use of Equations 3
point Q2 is eliminated. The procedure 1s repeated using points
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Ql’ QM’ and Q5 with point Q6 determined. The procedure may be
contlnued untll the errors El and E2 are both smaller than some
desired value.

At this point it may be interesting to note the
difference between the one and the two-dimensional example. In
the one-dimensional case, the new approximation is found as an
intersection between a secant line and the zero error line. In
the two-dimensional example, it is found by'intersecting the
secant planes defined by the errors of the two equations with the
zero error plane.

In the description given so far, it has always been
implied that every new guess provides a smaller error than any
of the previous ones. Although this was also the case for the
two given examples, it will not always be so, nor is this neces-
sary for convergence. Taklng the two-dimensional example it will
occaslonally happen that due to the relative position of the
secant plane, with respect to the error surface El or E2, the new
guess will provide a larger error than the previous one. In such
a case, however, an improvement is expected in the next iteration.
After the "worst" of the old points has been discarded and the
remaining ones combined with that new guess the new intersection
of the two new secant planes with the R,a plane may very well
provide a much better point and make the process converge.

In case the initial guess 1s too far from the final
solution, the method will not converge. There is no quantitative
criterion to establish how close the initial guess has to be from
the final solution; however, in the two-dimensional case an
initial error of 100% is acceptable most of the time.

Generalization to an n-Dimensional Example

In the previous subsection the secant method was
explained as applied to a two-dimensional problem by using purely
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geometric concepts. Uslng these geometric concepts formulae
will be derived. These formulae will be later extended to n
dimensions.

In the previous subsection the three points Ql’ Qz,
and Q3 provided, by solving Equations 1, the points

P, (R

1(Rys a5 Eqq)

P,(R

2(Ry, a5, Eqp)

P E

3(R3s o35 Ey3)

in the R, o, E, space and the points

1

S, (R

1(Rys aps

S, (R

2\Tos %o

S3(R3, a3, E23)

in the R, o, E2 space.

For a new guess, say point Qy (R, ay, 0) in the R, o
plane, to belong to the plane through points Pl’ P2, P3 it is
necessary and sufficient¥ that its coordinates satisfy the con-
ditions:

Ry = “lRl + n2R2 + H3R3 (4)
@y = mpag + m,a, + T30 (5)
0 = ﬂlEll + W2E12 + W3El3 (6)

¥See, for instance, page 50 of Reference U,
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where T, t g =1 (7)
Furthermore, for that same point to belong also

to the plane through points Sl’ S2, S3 it is necessary and

sufficient that its coordinates satisfy the conditions

Rq = ﬂlRl + n2R2 + n3R3 (8)
ay = myoq + Toa, + mag (9)
0 = MEyy) + ToEy, + T3E,g (10)
LETR A P + Ty = 1 (11)

It will be noted that Equations 4, 5, and 7 are identical

to Equations 8, 9, and 11. Consequently, Equations 6, 10, and
11 may be used to compute the parameters Tis Tos and "3 and
Equations 4 and 5 to obtain the values of the coordinates of
the new guess, i.e., Rh and ay. It has now been shown how the
laborious process of fitting secant planes through the error
surfaces El and E2 have been replaced by solving a system of
linear equations (Equations 6, 10, and 11) in Tis Mo and T3
and substituting these values of = in another set of linear
equations to obtain the coordinates of the new guess.

In going to a problem having more than two dimensions,
the geometric approach becomes very difficult to visualize. It
is, however, very easy to extend the analytical method to a

problem in n dimensions.

Let it be assumed that it 1s desired to determine n

functions

fi(x) i=1, ... , n,
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where x represents n independent variables X15 Xo, x3, D ¢
The value of the functions f; should approach a certain value
or the error between the desired and actual value of fi(x) should
be small.

no

Let Ei be the error where i may go from 1 to n. The
initial guess may be represented by a point X414 and it is neces-
sary to select n more initial points by perturbing each of the
n dimensions, therefore obtaining n + 1 points xij where
J =1, ... ,n+ 1.

Geometrically, the Intersection of the n secant hyper-
planes with the zero error hyperplane will give the n coordinates
of the new guess.

Using the analytical method the n functions fi(x) are
solved for n + 1 points providing an array of n x (n+l) errors
Ei,j where the index 1 identifies the equation and the index J
the point.

The linear system of n + 1 equations

By g By b e B g =0
"1E2,l + n2E2’2 + ... + "n+lE2,n+1 =0
TEy gt ToEy o b e B = 0
Ty + T, + T+l = 0
is solved providing a solution for =, (j=1, ... , ntl). These

J
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values " are used to obtain the values of the new guess:

Xg = Ep g1 +E) oMyt el v By ) Thn
X, = E2,l LET E2’2 Ty vl ¥ E2’n+1 Th+l
X, = En,l LY + En’2 T + ...+ En’n+1 T4l

These equations are essentially the ones given in
Reference 1.

The process of eliminating the "worst" of the previous
points may be done either by eliminating the one giving the
largest sum of squares of errors, as suggested in Reference 2,
or using the weilghted average method given 1n Formulae 3.
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